
Square Region-Based Coverage and Connectivity
Probability Model in Wireless Sensor Networks

Xiaofei Xingt , Guojun Wangt+*, lie Wu+, and lie Li§

tSchl. of Info. Sci. & Eng.
Central South University

Changsha, 410083, P. R. China
*Corresponding author: csgjwang@mail.csu.edu.cn

+Dept. of Compo & Info. Sci.
Temple University

Philadelphia, PA 19122, USA

§Dept. of Compo Sci.
Gra. Schl. of Sys. & Info. Eng.

University of Tsukuba
Tsukuba 305-8573, Japan

Abstract-Sensing coverage and network connectivity are two
fundamental issues in wireless sensor networks (WSNs). Due to
resource constraints of sensor nodes, it may not be possible, or
necessary, to provide full coverage and/or connectivity in WSNs.
Under a certain coverage and connectivity requirement, the node
deployment strategy becomes a challenging issue in randomly
deployed networks. In this paper, we propose a square region­
based coverage and connectivity probability model (SCCP), which
reflects the relations among the coverage and connectivity rates,
the number of sensor nodes, the sensing and communication
ranges of sensor nodes, and the network size. This model can
calculate the number of sensor nodes that need to be deployed
for maintaining a certain coverage and/or connectivity rate.
The simulation results have shown that the error-rate of node
deployment is less than 5%, which is defined as the absolute
difference between the number of sensor nodes obtained from
the theoretical analysis and the number obtained from the
simulation, divided by the number of sensor nodes obtained
from the theoretical analysis. The proposed model is very useful
in estimating the monitoring coverage and connectivity capacity
when sensor nodes are distributed randomly and uniformly.

Index Terms-wireless sensor networks (WSNs), coverage,
connectivity, random deployment, largest connected component.

I. INTRODUCTION

With the rapid development of wireless communication
and micro-electro mechanical systems (MEMS) technologies,
wireless sensor networks (WSNs) have attracted a lot of
attention due to their wide range of potential applications. A
WSN consists of a set of independent sensor nodes, which
are self-contained units, made up of cheap, small devices with
radio, multiple onboard sensors, and limited computing power.
A WSN is often deployed with a large number of sensor
nodes to detect, monitor, collect, and report relevant data from
surrounding environments. A WSN can be used for various
applications, such as battlefield detection, infrastructure secu­
rity, industrial environment surveillance, habitat monitoring,
undiscovered areas exploring, and target tracking [1], [2], [3],
[4].

There are some fundamental issues to be solved in WSN
applications. Coverage is one of such issues since after de­
ploying a sensor network, we would like to know how well
the network can observe a given region of interest. In general,
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the goal of coverage is to make sure that each point, or each
target of interest in a given physical space, should be within
the sensing range of at least one sensor node. In a friendly or
accessible environment, sensor nodes can be placed exactly in
predefined locations in order to achieve the goal of coverage.
This kind of deployment is called predefined deployment or
deterministic deployment [5], [6], [7]. However, in an adverse
or inaccessible environment, sensor nodes need to be deployed
in an arbitrary manner. The corresponding deployment is
called random deployment or stochastic deployment [8], [9],
[10], [11], [12], [13], [19], [20]. This method deploys sensors
by means of a vehicle or air-craft.

Besides coverage, connectivity is another fundamental issue
in a WSN [14], [15], [22], as it greatly affects whether sensor
nodes can communicate with each other, and send data to
a sink node. A satisfactory connectivity is highly required in
order to achieve robust and smooth communication in a WSN.

Generally, to perform a given task, more sensor nodes are
deployed than that required for optimal coverage. On the one
hand, this improves the fault tolerance, and is often applied in
adverse or inaccessible terrain in that the positions of sensor
nodes need not to be predetermined. On the other hand, this
also means that distributed algorithms should be designed for
such self-organizing sensor networks.

In this paper, we focus on both the coverage and con­
nectivity issues in randomly deployed WSNs. We propose
a square region-based coverage and connectivity probability
model (SCCP), which reflects the relations among the size of
the network, the sensing or communication radius of sensors,
the number of sensor nodes, and the coverage or connectivity
rate of the network. If we know the side length of a monitoring
region, the sensing radius, the communication radius, and the
required coverage or connectivity rate, we can calculate the
numbers of required nodes to satisfy the required coverage and
connectivity rates, respectively. Compared with the coverage
model proposed in [8], the border effects are considered in our
model, so obtaining data by using our model is more accurate.
A coverage model in [9] is proposed using circle-shaped
network regions. But, its calculation is more complicated than
the model proposed in this paper. Furthermore, the number
of sensor nodes needed to be deployed in order to satisfy the



different network coverage rates and connectivity rates, is also
studied in this paper.

The main results and contributions are summarized as
follows:

1) To our best knowledge, this work is the first to tackle the
problem of both coverage and connectivity in randomly
deployed WSNs, based on square regions considering
the border effects.

2) We obtain analytical expressions of the expected cov­
erage and connectivity probability model for randomly
deployed WSNs, which can be used to calculate the
coverage and connectivity rates more easily.

3) Unlike existing works, the proposed model does not
depend on the ratio of the communication radius (rc )

to the sensing radius (rs ) .

The rest of this paper is organized as follows: Related work
is presented in Section II. In Section III, we discuss the basic
assumptions and models used throughout the paper. In Section
IV, we describe and analyze the proposed SCCP model in
randomly deployed WSNs. The performance of the proposed
model is evaluated and compared in Section V. We conclude
this paper in Section VI.

II. RELATED WORK

The coverage and connectivity problems have been studied
extensively in the literature. Xing et al [10] proposed a
coverage configuration protocol (CCP), which gives an im­
portant result in regards to the relations between coverage and
connectivity. They stated that, if the communication radius of
nodes is at least twice the sensing radius, a complete coverage
of a convex area implies the connectivity in an arbitrary
network. The result can be applied to both 2D planes and
3D space. But, the connectivity of this algorithm depends on
the fact that !£. ~ 2, where r, and r, denote the communication

r,
and sensing radius of the sensor, respectively.

Zhang and Hou [6] presented a decentralized density con­
trol algorithm called optimal geographical density control
(OGDC), which is based on an important result from [23]. The
result is that all crossing points in a given region A, which are
intersection points between sensing disks of sensors, and those
between a sensing disk of any sensor and the boundary of the
region, are covered by at least one other sensor in the region
A, then A is completely covered by the sensors. However, the
time complexity of this algorithm is O(n3) , where n is the total
number of sensor nodes in the network.

Based on the application of large-scale WSN region mon­
itoring in random deployment, Slijepcevic and Potkonjak
[21] proposed a most-constrained least-constraining heuristic
algorithm. They divided the coverage region into blocks, and
each block is covered by nodes in a node set. The goal of this
algorithm is to find the maximum amount of different node
sets which satisfy certain conditions. By making each block
become active node set in tum, it can effectively decrease the
nodes' energy consumption, and also prolong the lifetime of
the whole network.
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Jin et al [9] analyzed the coverage, connectivity, and routing
problems under the border effects in circle-shaped regions.
They provided a formula to calculate the coverage and con­
nectivity rate of a network. But, the calculations of this model
are rather complicated. Based on this work, we propose a more
practical model, SCCP, which simplifies the computational
complexity of coverage and connectivity rates, and improves
the accuracy in terms of the error-rate of node deployment.
Furthermore, we quantify the border effects to coverage and
connectivity in WSNs.

Gupta et al [16] developed the notion of a connected sensor
cover, which is defined as the sensor set that can fully cover
the queried region, and constitute a connected communication
graph at the same time. They also demonstrated that the
calculation of the small connected sensor cover is NP-hard,
and they proposed both centralized and distributed approxi­
mate algorithms. However, the method in [16] requires each
individual sensor node to be aware of its precise location in
order to check its local coverage redundancy.

Bredin et al [17] studied the problem of placing nodes
to achieve k-connectivity at the network setup phase, or to
repair a disconnected network. They formulated the problem
as an optimization model that strives to minimize the number
of additional nodes required to maintain k-connectivity. They
showed that the problem is NP-hard [18], and proposed two
approaches with varying degrees of complexity and closeness
to optimality. Both approaches are based on the graph theory.
The idea is to model the network as a graph whose vertices
are the current or initial set of sensors, and the edges are the
existing links among these sensor nodes. Moreover, it is not
necessary to achieve k-connectivity among sensors, unless the
sink node frequently changes its location in most WSNs.

In summary, due to their energy efficiency, cost effec­
tiveness, easy implementation, and applicability, the different
deployment strategies of sensor nodes are an appealing ap­
proach to the different surveillance methods in practice. The
design of the different random deployment density strategy
is a challenging problem, and is affected by a few factors
including, the application-specific factors, the sensing capacity,
and the number of sensor nodes.

III. ASSUMPTIONS, DEFINITIONS, PROBLEM FORMULATION, AND
NOTATIONS

A. Assumptions

Assuming the network has the following properties:

1) The sensor network is homogeneous, that is, the sensing
range and the communication range of all the sensor
nodes are the same, respectively.

2) The communication model and the sensing model of
all the sensor nodes are circle-based models, Le., the
sensing region and the communication region are circles.

3) Considering the border effects, all the sensor nodes are
deployed uniformly and randomly in a square region n
with side length 1.
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E(S) n
Pcov = 1 - (1 - n) (1)

Eq. (1) is consistent with the intuition that lim E(Pcov) = 1,
n""'''''

which indicates that the area is covered fully by the nodes
when the number of deployed nodes is large enough.

Below, we calculate the coverage area of a node and its
mathematical expectation value, considering the border effects.

A. Network coverage

First, we consider the case that some sensor nodes are
deployed randomly in a region of interest. The sensor nodes
then form a node set after they are deployed randomly. We
denote the coverage area of each node as E(S), so the coverage
probability of each node is E(S)jQ. In the extreme case, if all
the sensor nodes are located outside of the network region after
deploying n sensor nodes, we can get the coverage probability
of the network: (1- Eg»)n. Then, the coverage probability of
a network (Pcov) is demonstrated below when the node set is
not empty:

IV. SCCP MODEL

In this section, we present our SCCP model in detail. As
there is not any necessary connection between the sensing
radius and communication radius of a sensor node, we discuss
the coverage and connectivity probability models respectively.

yA

Fig. 1. Illustration of a sensor node p that is located in Region II. 0 is the
origin of a coordinate system. A and B are the intersection points between
the sensing disk of node p and the border of the network region.

11

D. Notations

The notations used in this paper are listed in Table I.

C. Problem Formulation

Assuming sensor nodes are randomly and uniformly de­
ployed in a region of interest Q , the problem that we expect
to solve is to calculate the number of required sensors needed
to satsify different coverage rates or connectivity rates of the
network.

B. Definitions

Definition 3.1: A WSN can be modeled by an undirected
communication graph G = (V, E) , where V is the set of sensor
nodes with IVI = n (n is the number of sensor nodes), and
E is the edge set of graph G. There is an undirected edge
(p, q) in E if and only if node p and node q are within the
communication ranges of each other. The degree of node p ,
denoted as d(p), is the number of neighbors of node p. That
is, there are d(p) other nodes whose distance from node p
is no greater than the communication radius of the node. The
minimum node degree of a communication graph G is denoted
as dmin (G) = minvpev {d (p)}.

Definition 3.2: Region Coverage. A region is covered if
every point within the region is covered by at least one sensor
node.

Definition 3.3: Network Connectivity. A network is said
to be connected , if for every pair of nodes in the communica­
tion graph G, there exists a path between them, otherwise it is
disconnected. In terms of communication networks, all nodes
of a connected network can communicate with each other over
one or multi-hops.

Definition 3.4: Largest Connected Component (LCC).
Given an undirected graph G = (V, E), we find a minimum size
of a subset if! of vertices, such that the subgraph induced by if!
is connected, and if! forms the largest connected component in
G. In a wireless sensor network, we name this component the
largest connected component of the network, LCC for short.

Definition 3.5: Connectivity Rate of the Network. Given
the area of the largest connected component (AIft) , and the area
of the network region Q , the connectivity rate of the network
(CIft) is defined as:

TABLE I
NOTATIONS

Parameter Description
I Side length of the square region
Q Area of the network region, i.e., Q=P
n Number of deployed sensor nodes
rs Sensing radius of sensors
re Communication radius of sensors
E(S) Expected coverage area of a sensor
Peov Network coverage probability provided by n sensors
Peon Network connectivity probability provided by n sensors

As a square region model is widely used in the practical
network scenarios, we use a square region as the network
monitoring region in this paper. In fact, any irregular region
can be seen as one that is composed of many different sizes of
squares. Considering the border effects, the network region is
divided into two sub-regions , as shown in Fig. 1. The location
of any sensor node has two probabilities in this region, with
either Sub-Region 1 (simply called Region 1 later) or Sub­
Region 11 (simply called Region 11 later). Thus, the coverage
expectation value of the node is:

E (S) = P(Q[)E [Cn/] + P(Qll)E [Cnu] (2)
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(3)

(4)

where P(Q[) and P(Qll) denote the probabilities when the sen­
sor is located in Region I and Region II, respectively; E [Cnl]
and E [CnlI] denote the corresponding expected coverage of
the node. As the nodes are deployed randomly, we get:

P(Q ) = (l- 2rs)2 P(Q ) = 4rs(l- rs)
[ [2 ' II [2

When the sensor is located in Region I , the covered area of
the node is fully included in the region, so we get:

E [CnJ = Jrr;

y 4

;----_... ./~.. j

I

rc •• ••••• •-(----+-

(8)

a '-----------'f------.J'-----~'-------'.--'------~

Fig. 2. Illustration of a sensor node q that is located on the outer border of
Region II. 0 is the origin of a coordinate system. A and B are the intersection
points between the sensing disk of node p and the border of the network
region. Node q is located in the border of the network region.

(9)Peon = P(dmin(G) > 0)

for P(dmin(G) > 0), it is almost one. As the distribution of
sensor nodes is independent, according to Eq. (1), for any
node p(p E G), we get the limiting value of the connectivity
probability of a node: lim [1 - (l - ~t] = 1- e-nAp

/
n, where

n....co
Ap denotes the effective communication area of node p. The
minimum node degree is as follows by [22]:

P(dmin(G) > 0) = n (l - e- nAp
/
n) (10)

VpeG

B. Network connectivity

In WSNs, we say that a sensor node completes to do its task,
only if it can report data to the sink node by one or multi­
hop communication. So, as one significant property of WSNs,
we further study the connectivity property in this sub-section,
considering the border effects.

According to Definition 3.1, the event dmin(G) > 0 is
a necessary, but not a sufficient condition, such that the
communication graph G is a connected graph. Thus, we have
Peon s P(dmin(G) > 0). In practice, the upper bound for Peon
does not have much help if we do not know the density
distribution of sensor nodes. In the following, we show that
this upper bound is a very high bound, particularly for a high
probability, which is certainly most interesting. Therefore, we
can draw a conclusion that the value of dmin(G) > 0 equals to
that of Peon' approximately.

To prove this conclusion, we apply a result on the property
of random geometric graphs by Penrose in [22]. He proved
that if n is large enough, then with a high probability, if
one starts with an empty graph, and adds the corresponding
links as the communication radius of sensor nodes increases,
the resulting graph becomes k-connected at the moment it
achieves a minimum node degree k. So, for k=1, the network
becomes connected in the case that re is large enough to
achieve dmin(G) > 0 with a high probability. That is:

I-rs r,

= 2(1~ r
s)
f (2Jr - e+ sine)dx f dy (6)

o 0

I-rs Ts

E[CnlI] =4x 4(l-l
rs)rs

f ~";(2Jr-e+sine)dXf dy

o 0

where e= 2 arccos f.
We summarize the above results by the following two

theorems:
Theorem 4.1: Assuming the nodes with the sensing radius

rs are deployed in a square region with side length l, the
expected coverage area of the node is shown as below con­
sidering the border effects:

E(S) = P(Q[)E [Cnl] + P(Qll)E [CnlI]

=Mm~(l-2r,)'] + ~ [2'; 1'(2<-6+ sin O)dxIdY] (7)

Proof" Theorem 4.1 can be derived from Eqs. (2)-(6).•
Theorem 4.2: Given the side length of a square region l,

the sensing radius of the node rs. and a parameter e, in order
to ensure that the expected network coverage rate is not less
than e, the number of deployed nodes is at least:

In(1 - e)

In(1 _ Eg»)
where E(S) is shown in Eq. (7) .

Proof" According to Eq. (1), the expected network cov­
erage rate must satisfy Peov = 1 - (l - E¥)t ~ e. So, we
get nln(l - Eg») ~ In(1 - e). As In(l - g») < 0, we get
n ~ In(l - e)/ ln(1 - Eg»). Thus, Theorem 4.2 is proved. •

As shown in Fig. 1, when the sensor is located in Region
II, the value of CnlI is equal to the value that is the sensing
area of node p minus the arch area ACBD. A and B are the
intersection points between the sensing circle and the border
of the network. We use variable e to denote the centre angle
formed by A, B, and p, that is LApB = e. Thus, we get the
value of CnlI as following:

CnlI = Jr"; - SACBD = Jr"; - (S pACB - S MpB)

= ~ ";(2Jr - e + sin e) (5)

The expected value of CnlI can be calculated as:
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We have Peon = P(dmin(G) > 0) = (1 - e-n1f?c /p )n without
considering the border effects. In practice, as shown in Fig. 2,
the value of Ap equals to the effective communication area of
node p when it is located in Region I. When node p is located
in Region II, the value of Ap equals to its circle area (1fr~)

minus the arch area ACBD. So, Eq. (10) can be calculated as
follows:

P(dmin(G) > 0)

= (1 - e- rvrr'!: / (2 )4nrc(l- rc)/ (2 x n (1 - e-nAp/D.) (11)

VpeQII

TABLE II
THE RELATIONSHIP BETWEEN THE NUMBER OF DEPLOYED NODES, COVERAGE RATES, AND

CONNECTIVITY RATES UNDER DIFFERENT NETWORK SIZES (rs=20, rc =40)

Rate 1=100 1=100 1=200 1=200 1=300 1=300
cov," con. COY. con. COY. con.

10% 1 5 4 43 8 124
20% 2 6 7 50 16 131
30% 3 8 11 55 25 142
40% 4 10 15 60 35 152
50% 5 13 21 66 48 165
60% 7 17 27 73 63 183
70% 9 20 36 80 82 205
80% 11 25 48 91 110 242
90% 16 30 68 105 157 292
99% 32 43 136 150 314 350

n (1 - e-nAp/D.) > n (1 - e-nAq/D.)

V~QII V~QII

When node p is located in Region II, we observed the fact
that Ap > Aq , where node q is located on the outer border of
the region (Aq = !1fr~). Thus, we get Eq. (12):

Theorem 4.3: Given the side length of a square network
region 1, the number of nodes n, and the communication radius
of node r., the lower bound of the network connectivity prob­
ability Peon is as follows if the border effects are considered:

Value
100, 200, 300
20
40
1,000
2

TABLE III
SIMULATION PARAMETERS

I Field size (m)
r» Sensing radius (m)
rc Communication radius (m)
M Size of message (bit)
E, Initial energy of each node (J)

Parameter Description

A. Simulation settings and performance metrics

We evaluate the performance of the proposed SCCP model
on a simulator that we implemented in C++. The sensing
and communication models of sensor nodes are described
in Section III. The parameter settings in our simulation are
shown in Table III. In this paper, simulation is conducted
under different network sizes to verify whether the number of
required sensor nodes is consistent with the number of nodes
obtained from theoretical analysis under different coverage and
connectivity rates. Under each simulation scenario, 50 runs
with different random seeds are executed.

L INs - Ntl
re =

LNt

where N, and N, denote the number of deployed sensor
nodes calculated by theoretical analysis, and the number
of deployed sensor nodes in practice. This metric is a
measure of evaluating the absolute difference between
the theoretical analysis and simulation results.

We used the following metrics to evaluate the proposed
SCCP model:

1) Network coverage rate: It is a measure of the quality of
coverage.

2) Error-rate of node deployment: It is defined as:

(12)

(13)

Theorem 4.3 provides a formula for calculating the lower
bound of the network connectivity probability, which can
be applied when the sensor nodes are deployed randomly.
However, in some special cases, such as when the sensor
nodes are not deployed uniformly, the above formula can not
be applied. For this reason, we propose another method to
calculate the connectivity rate of the network.

We all know that the largest connected component can be
used to solve the connected set problem in a random graph.
Therefore, we provide Definition 3.5 in Section III to calculate
the connectivity rate. By extensive simulation, we found that
the connectivity rate of the network (Cif!) equals to the lower
bound of the network connectivity probability, approximately.

Finally, we provide a table (as shown in Table II) that
reflects the relations between the number of deployed sensor
nodes, the coverage rates, and connectivity rates of a network
under different network sizes.

v. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
SCCP model using simulation. We first describe our perfor­
mance metrics and simulation settings. Then, we evaluate the
system performance by comparing the proposed model under
different network settings.

B. Comparison under different network sizes

In order to verify whether the number of deployed sensor
nodes is consistent with the number of theoretical results under
the same coverage and connectivity rates, we provide two
simulation figures, which are coverage (as shown in Fig. 3)

°Here COY. =coverage, con. =connectivity
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Fig. 3. Comparison of coverage under different network sizes. Fig. 5. Comparison of coverage with/without the border effects (1=300).

400

Fig. 4. Comparison of connectivity under different network sizes.

the sub-network cannot send or forward the data to the sink
node in the network.

In order to evaluate the node deployment correctness of
the proposed SCCP model, we calculate the value of re by
using the data obtained from the simulation and Table II. The
value of re is less than 5% after calculation. We can see that
the error-rate of the node deployment between the theoretical
analysis and the simulation results is very small. It shows that
our proposed SCCP is usable in practice, and bridges the gap
between the theory and practice.

C. Comparison with/without considering the border effects

In order to evaluate the border effects, we provide two
simulation figures, coverage (as shown in Fig. 5) and con­
nectivity (as shown in Fig. 6), with/without considering the
border effects.

Fig. 5 compares the number of deployed sensor nodes to
satisfy different coverage rates with/without considering the
border effects. From this figure, we can see that with the
growth of the network coverage rate, the number of required
sensor nodes increases significantly, and the border effects also
become greater when the network coverage rate increases.

Fig. 6 presents the number of deployed sensor nodes to
satisfy different connectivity rates with/without considering
the border effects. Compared with the situation considering
the border effects, the number of deployed nodes increases
slightly under the situation without considering the border
effects. When the network connectivity rate becomes higher,
the border effects become greater. By comparing Fig. 5 and
Fig. 6, we can also see that the number of deployed sensor
nodes needed to satisfy certain coverage or connectivity rates
increases slightly when the border effects are not considered.

D. LCC-based network connectivity

In order to validate that our notion of the LCC-based net­
work connectivity rate, as defined in Definition 3.5 using the
notion of largest connected component (LCq, is reasonable,
we first construct a LCC of the network. By further calculating
the area of the LCC of the network, we can get the network

0.99

oooo
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Connectivity rates of the network
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and connectivity (as shown in Fig. 4), under different network
sizes.

Fig. 3 demonstrates the number of deployed sensor nodes
under different network sizes to satisfy different network
coverage rates. It shows that the larger the network size, the
larger the number of required deployed nodes in order to
satisfy different network coverage rates. Also, we can see that
the higher the network coverage rate, the faster the growth of
the number of required deployed nodes. Moreover, the number
of deployed sensors obtained from the simulation is almost the
same as the theoretical analysis results by comparison.

Fig. 4 plots the number of deployed sensor nodes under
different network sizes to satisfy different network connectivity
rates. From the figure, we concluded that the larger the
network size, the larger the number of required deployed nodes
to satisfy a certain network connectivity rate. Similarly to
the coverage, the growth of the number of deployed nodes
increases more rapidly when the network connectivity rate
grows. Moreover, we can observe that when satisfying the
same coverage rate and connectivity rate, more nodes need to
be deployed to achieve the network connectivity rate than to
achieve the network coverage rate for the isolated nodes, or
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for a network region of a greater complexity. Rectangular­
based sensor deployment methods will be investigated in the
future . Furthermore , we also plan to study the pairwise-based
network connectivity rate, defined as the total number of pairs
of sensor nodes in the network that are reachable to each
other through direct or multi-hop communication links, over
the total number of pairs of sensor nodes in the network. We
will also investigate the relations between the LCC-based and
pairwise-based network connectivity rates and their impacts
on the network performance.

Fig . 8. Comparison of connectivity rates when the number of sensor nodes
are the same.
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VI. CONCLUSIONS AND FUTURE WORK

In this paper, we investigated the problems of coverage
and connectivity in randomly deployed WSNs. The SCCP
model was proposed considering the border effects. This model
simplified the computational complexity of coverage and con­
nectivity properties, and improved the accuracy of deployed
sensor nodes under requirements on different coverage and/or
connectivity rates. Finally, the effectiveness of our proposal
was validated in the performance study via simulation. The
proposed probability model is very useful in evaluating the
monitoring and connectivity capacity of sensor nodes that are
distributed randomly and uniformly.

Future work can be done through a variety of research direc­
tions as follows: Our current research assumes that the network
region is a square. Real world scenarios require a methodology

connectivity rates as shown in Fig. 7. We compare it with that
when the sensor nodes are deployed randomly (simply called
the traditional network connectivity). When the same number
of sensor nodes are deployed in the network region, we can
see that the two network connectivity rates are close to this
figure. The reason is that the area of the LCC of the network
is slightly less than the total area of the sensor nodes that can
connect to the sink node.

Then, we compare the network connectivity rates when the
size of the LCC is the same with the number of deployed sen­
sor nodes. As shown in Fig. 8, it reflects that the connectivity
rates increase rapidly when the size of the LCC increases.
Compared with the LCC-based calculation method on the
network connectivity, the number of required sensor nodes by
using the traditional deployment method is rather larger when
the network connectivity is the same. That is because there
are many redundant sensor nodes in the network region using
the traditional node deployment method. In order to satisfy the
requirement of a certain network connectivity, this figure also
shows that the redundant sensor nodes are greatly reduced by
constructing the LCC of the network, which can be used to
improve the energy efficiency of the network.
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